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In the heginning (about 30 years ago).
when all computers were large and very
cxpensive, they existed only in the inner
sancta of the computer centers of large
institutions. Most programs and data
were carricd to the computer in the form
of punched cards and the line printer
output was retrieved hours or days later.
Then. at some point in the steady de-
crease in the size and cost of computers,
the minicomputer entered the scientific
laboratory. It enybled the computer to
collect data directly from the instry-
ments and also perform some limited
data processing. This was the beginning
of computers in scientific instrumenta-
tion, and for many scientists the *‘labora-
tory computer’” became a new and excit-
ing tool (/). When the computer was
dedicated to a single instrument, it was
able 1o control the instrument and per-
form the data collection process. Early
applications  of dedicated computers
were all with costly instruments such as
x-ray diffractometers. but as computers
continued to decrease in cost and size.
so did the scale of instruments to which
they couid be dedicated. The last great
leap in this evolution has been the incor-
poration of the remarkably inexpensive
and tiny microprocessor to instruments
of every type from spectrophotometers
o balances and pH meters.

Computers in Scientific
Instrumentation

—-=—_——___—_—-———'====-==——————-1

76 Appeans m Seciuer | Fedb.n, 1902

Article

The author is a professor of chemistry at Michi
State University, East Lansing 48&24.ry feuean

C. G. Enke

Summary. The rapid evolution of computer applications in scientific insirumentation
is briefly traced from early data processing to modem computer-based instruments.
Computer and interface developments have htl)oomributed to this evolution. The
form of the computer used strongly affects the ease of instrument operation and the
degree of functional adaptability. Probabie pathways toward instruments with in-
creased "intelligence"include the development and intelligent control of powerful
“multidimensional” instruments, the implementation ot hierarchical computer net-
works and multiprocessor controllers, and the simplification of programming. The
importance of the scientist's involverment in these developments is discussed.

In this article, 1 will discuss some of
the benefits of instrument compateriza-
tion and same of the forms computerized
instruments can take. Since instruments
and other devices that incorporate com-
puters arc now sometimes called intelli-
gent, it is fair to wonder what new func-
tions ‘‘intelligent’’ instruments will pro-
vide. Possible improvements in both the
convenience and the capability of instru-
ments will be discussed. as well as the
factors that now appear to limit the rate
or extent of improvement. We are cer-
tainly not limited by computer technolo-
gy itself; the hardware has much more
capability than is exploited in current

Attachment, Absorption, and
Transformation

For direct application in scientific in-
strumentation the computer must be able
to acquire data from one or more sensors
in the instrument and control some as-
pects of the instrument’s operation. The
circuits that provide these key links in
the instrument-computer interaction are
called interfaces. As shown in this sec-
tion, the ease of interfacing determincs
the degree of involvement of the comput-
¢r in the instrument functions and thus
strongly affects the sophistication of the

instrumentation. However, it is not clear
which disciplines and institutions will
provide the concepts and devices needed
for the new breed of instruments.

resulting computerized instrument. The
concurrent cvolution of both computing
systems and interfacing techniques has
been essential in achieving the present
state of the ant,
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Jnterfacing. Computers have an inter-
nal dats communication pathway calied
8 bus, ilustrated in Fig. 1, through which
memory and all sources or destinations
of data are connected to the central

. processing unit (CPU) (2). The CPU and

bus in the computer are analogous (o the
brain and spinal cord in the hody. AN
data on the bus are in digital form-—
signals in one of two states (high or low).
Each such signal represents | bit (binary
digit) of information. A combination of #
bits, called a word can encode any inte-
ger from 6 to 2°-4. Digital words can be
transmitted by sending the bit signals

Control bus

Fig. 1. Structore of a basic digital computer.
The CPU acquires and executes the instruc-
tions. The program is stored in a section of
memory resceved for that purpose, ‘The CPU
supervises communication along the shared
data bus by using the address bus to specify
the source or destination of the data. The
program counter supplics the address of the
instruction to be executed. The control bus
contains data direction, timing. and special
control signals. {From (2).]
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sequentially in a single channe! (scrial
form) er simultancously in multiple
chaaneis (perafiel form). The CPU bus
wees parallel digital lines for data snd
addvess communication. Data are trans-
mimed on the bus only at appropriate
times as determined by control sigmals
frem the CPU.

A complete interface must accomplish
two tasks: conversion of the data be-
tween the form uscd in the instrument
and the parallel digital form, and man-
agement of the appropriste transfer of
the paraliel digital data lo or from the

- CPU data bus. As iltustrated in Fig. 2,
the bus transfer process is performed by
input ports and output ports jor combi-
nation input-output (1-0O) ports). Data
storage in the port allows it to exchange
data with the instrument in rcal-world
time and with the computer on commard
from the CPU. Conversion of the data to
or rom parallel digital encoding requires
a change in the encoding quantity or
*‘domain’’ of the data.

Fortunately, there is only a limited
ntimber of ways in which dath can he
clectrically encoded. and these fall into
three categories of domains: analog, time
and digitat (). Digital domain encoding
has heen described ahove. In the analog
domains, the data are cncoded as the
magnitude of an electrical quantity (volt-
age, current. charge, or power). When
the signal information is in the time of
the signal variation rather than its ampli-
tude, the data are in one of the time
domains; data encoded as frequency or
pulse width are examples. Since there
are so few electrical data domains, only a
few types of domain converters are
necded to interface a large variety of
instrument functions. As discussed be-
low. progress in both 1-O ports and con-

A/\\

version devices has greatly influenced
the pace and nature of the development
of computer-based instruments.

Attachment. In the first applications of
computers to scientific instrumentation,
independent and separately viable in-
struments and computers were simply
attached together. The combination was
conceptually simple, but in practice the
interface for each interaction between
instrument and computer was often spe-
cialized. complex. and expensive. Much
of the 1-O port and conversion circuitry
had to be custom designed with hun-
dreds of small components. In this stage,
the computec-instrument interaction was
often limited to collecting the data and
controlling only the variable normally
scanned by the instrument. This charac-
terizes the attachment phase in the in-
strument-computer relationship. From
these early associations, the power of
the computer 10 control instruments as
well as process data began to be appreci-
ated.

Absorption. In recent years the task of
interfacing has been greatly simplified by
the availability of integrated circuit I-O
ports, which permit easy connection to
the CPU bus and dramatic improve-
ments in the capability, economy, and
ease of application of data conversion
devices. The digital output of an analog-
to-digital converter (ADC) or counter or
the digital input of a digitai-to-analog
converter (DAC) can be connected 10 a
parallel 1-O port for a complete interface.
The need for convernon devicesias
motivated great improvements in the
cost, performance. and size factors in
ADC's and DAC's for analog conver-
sions and in digital counters and clocks
for frequency and time-interval conver-
sions. With bus support for an almost
unlimited number of 1-O ports and the

Fig. 2. Parallel §/0 in-
terface between the

Kl CPU bus and domain
T converters. The input
Tt and output ports con-
e nect domain convert-

ers appropriate  for
the real-world devices
to the CPU bus. Data
transfers are synchro-
nized by the “‘hand-

. shaking™ signals,
id Data ready and Data
crapuat request. (From (2).]
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avallebility of simple and inexpeasive
interfaces, it is easy to connect most or
even all of the sensing and control ele-
ments of the instrument to the computer.
This allows the computer to be involved
in many more instrument functigns than
scanning and data collecting. exam-
pie® the computer can provide automatic
sciection of the measurement sensitivity
for improved dynamic range and pres-
sures and temperatures can be moni-
tored for safe start-up, orderly shut-
down, and appropriate operating condi-
tions. If instrument conhiols are inter-
fiaced as well, the computer can test and
adjist any or all of the instrament param-
cters and perform the controfler function
in the dynamic feedback control of these
parameters (2). As more functions of the
instrument are brought under computer
control and the number of interfaces
grows, the computer increasingly be.
comes an integral part of the instrument.
As the distinction between computer and
instrument disappears and the instru-
ment can no longer function as an inde-
rendent unit, the traditional concept of
separate instrument, computer, and in-
terface becomes obsolete. Most current
examples of computers in scientific in-
strumentation are in this absorption
phase in the instrument-computer rela-
tionship.

Transformation. Signs of the transfor-
mation stage in the relationship are
emcrging, however. In this phase, *'com-
pterization”” of traditional instrumenta-
tion will yickd to the development of new
types of instruments hased on principles
of measurement and control that would
not have been practical or possible with-
out the integral involvement of the dedi-
cated computer. Current examples of
such instruments are three-dimensional
tomography instruments and x-ray dif-
fractometers. the Founer transform ver-
sions of nuclear magnetic  resonance
(NMR), infrared. and mass spcctrome-
ters. and the combination of capillary gas
chromatography and mass spectrometry,
Further examples and possible future
directions for the transformation stage
will be explored in later sections of this
article.

Turning Knobs into Keyboards

ihe functions and parameters of a
tradihonal instrument are controlled by
the operator through a vasiety of knobs,
switches. levers. and valves. From these
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same conirols and from mcter displays
th= om=rator obtaine information about
the ~~~rating mode and performance of
the instrument. This familiar mode of
fmteraction with the instrument changes
drastically when these selections, adjust-
meats, and quantities are brought under
the control or monitoring of the comput-
er. Only for a hrief time during the
attachment phase wer~ instruments
made that provided a manual override
for every computerized function. Dual
modes of control eliminate the 2conomic
advantages of replacine mechanic=! con-
trois with electrical signals. Thus to se-
lect cr ~bserve paramet=rs that the com-
puter controls and monitors, the opera-
tor must interact with the computer.
Many devices and techniques arc being
used for this interaction and still more
are under devclopment. but no single
“best’" approich has yet been found. In
this scction, some of the problems and
options in the interaction between opera-
tors and computerized instruments are
explored.

Operator-instrument interaction. The
statement that a particular function is
under computer  cort b means  two
things: the function s @ cofaced to the
computer bus and there exists a set of
instructions {a program) for the comput-
er to follow to achicve the desired opera-
tion. In sclecting one of the available
functions of an instrument, the operator
directs the computer to the program that,
when executed, will implement that
function. By sedeching p-rﬁcohﬂprn-
grams in an optical instrument, for exam-
ple. the operator may select the light
path configuration, the wavetength con-
trol mode (fixed, scanning, stepped). and
the format in which the data will be
recorded or displayed. However, before
a wavelength scanning program can be
run. the operator usually provides the
desired wavelength range and scan rate;
it is the job of yet another computer
program to collect from the operator
those paramcters needed for exccution
of the sclected function. The complete
collection of programs for an instrument
can he very complex. given the need to
select modes of operation and parameter
values and then to control one or more
quantities while acquiring. processing.
and displaying data. There are many
votential computer systems that will cre-
a:e. edit, store, select from. retricve, and
execute the programs through which the
instrument operates. The most common
choices lend to follow one or the other of

e R T A T -
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two models described below: that of the
. general-purpose computer and that of
. the smart process controller (4). Which

of these models is used in the instrument

design has a profound influence on the
| mature of the operator-instrument inter-
! action,

MinilMicrocomputers. A general-pur-
posc computer system provides ways 1o
- store a large number of programs. to
| modify programs: and to add new pro-
grams to the repertoire. The most com-
mon storage system is removable mag-
netic disk or tupe because it provides a

" huge off-line storage capacity as well as
the medium for the introduction of new
programs. The dcsired programs. or
large fragments of them, arc loaded from
magnetic storage into computer read-

., writc memory prior to cxecution. An

| important part of a general-purpose com-

. puter is the operating system. a collec-
tion of programs that performs the

¢ chores of locating and transferring pro-

' grams and data between memory and the
magnetic storage devices. Most operat-
ing systems also include programs for
editing and compiling new programs for
tending common computer peripherals
such as terminals. printers. and commu-
nication couplers. The operating sys-
tem’s programs for disk and tape man-
agement and peripheral control can also
be used by the programs that control
instrument operation. To support tae op-
erating system. the computer must have
magnctic storage. a large amount of
read-write memory, and a stand:nd com-
puter terminal {as in Fig. 1). Independent
of the instrument, it can function as a
gencral-purpose  laboratory computer.
The wnstrument operator then uses the

’ cnmpulﬂ'; operhing sysicim program o
call up the desived institunent programes
and cxecute them. While this approach
provides  great adaptabitity and  tises
many standind computer amd program
maoddules, it requires thit the instrument
opcrator become a reasonably efficient
computer operator as well.

Process contrallers. A smart control-
ler. on the ather hand, necd not look like
a computer at all. It can take various
other forms such as a calculator, a mi-
crowave oven timer, or an electronic
arcade game. In a smart controller, the
microprocessor part of a microcomputer
(the CPU., at least) is interfaced through
its bus to the instrument in the usual
way. The programs necded for the dJe-
sired instrument functions arc contained
in the processor's read-onty memory

o wom
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(ROM). This climinates the need for a
magnetic sterage sysiem for programs
and the eperating system (0 menage it. It
sleo eliminates the general-purpose com-
puter’s ability to support the revision of
old programs or the compilation of mew
ones. Some smart controllers have inter-
changeable ROM modules by which the
manufacturer can provide new or revised
functions. The keypad control panel and
display can provide simple function se-
lection by being directly labeled for the
commands and messages appropriate for
the options available among the instru-
ment functions. The keypad buttons re-
place similarly labeled dials and switches
on the traditional instrument. Most sci-
entific instruments designed in the last
few years include a microprocessor op-
erating as a smart controlier. They pro-
vide significant cconomies in design and
manufacture and can provide substantial
performance advantages in application
o).

Each of these two approaches to com-
puterized instruments has its advantages
and disadvantages. The full computer
with an operating system is powerful,
versatile, expandable. and also relatively
expensive and usually more demanding
of the operator. Impatient with the some-
times tedious process of getting to the
program to change a particular parame-
ter, some opcrators pine for the day
when they could just reach up and twist a
knob. By contrast. the smart controlier
1S inexpensive, simpler to operate. and
inherently limited in function and expan-
dahility. Knowledgeable operators are
sometimes frustrated with smart control-
ler instruments because they cannot
maodify an operation or check a suspect-
ed problem in the data processing pro-
gram. If an instrument, such as gas chro-
matograph-mass  spectrometer  {GC-
MS), produces a farge quantity of data, it
will require a data storage capability for
which a magnctic disk is currently the
best solution. Ia such a case, disk man-
agement software is regnired and the full
computer with operating system is gen-
erally used to provide it. As more experi-
ence is gaaned and progiams improve,
the complesity of the opeating system
can be masked from the operator by a
program that provides a simple sct of
ophions o the operator (like the smart
controller paneh and translates the oper-
ator’s actions inta  appropriatc  com-
mands to the operating system. At the
same time. smart controller instruments
could be much more adaptable if new
RKROM modules conld be programmed by
the user with his laboratory computer.

4

; luteliigence snd Speed

The principal power of the computer
cames, of course, from the ability of the
CPU 1o follow a programmed scquence

of simple operations at great speed. Op-
that appear to be intelligent, es

a_‘,‘-ﬂ
opposed (0 just fast, result from the

ability of the processor to branch to
different sections of the program depend-
img on e results of its previous opera-
tions. In_instrumentation applicalions,
then, measurement or control proce-
dures can be altered depending on the
outcome of tests or mecasurements. The
intelligence of the programmer in choos-
ing the actions that should follow given
conditions is then implemented in a dy-
namic way during the functioning of the
instrument. The ability of the processor
to test and branch (observe and respond)
on the microsecond time scale allows
computer-based instruments to imple-
ment **human intelligence’” in operations
and processes at spceds that arc far
beyond human capability. The following
are examples of intelligent capabilities
that might be found in appropriately pro-
grammed instruments:

1) Will not execute an inappropriate
command.

2) Responds to high-level commands.

3) Aids operator in effective instru-
ment use,

4) Aids operator in interpreting data.

$) Calibrates itself automatically.

6) Tests its own operation and diag-
noses failure.

7) Dynamically optimizes data collec-
tion.

In each case. rather than blindly fol-
towing a predetermined sequence, the
computer makes decisions or interpreta-
tions which make the instrument appear
to have some intelligence. For example,
in a photon or particle counter, a strate-
gy can be implemented which adjusts the
times for signal and background counting
to maintain constant accuracy and re-
duces the overall cxperiment time by a
factor of 20 {A). Since an instrument’s
degree of intelligence (after it is com-
pletely interfaced) depends sa much on
the program sophistication, more and
more of these intelligent functions are
appearing in  computer-based instru-
ments. There are programs that help the
operator sciect and load the appropriate
data disk and programs that match spec-
tra or retention times with library data,
label the data display. and write a report.
Self-calibration and sclf-diagnosis can
greatly enhance reliability and reduce
the required skill level of the operator.

The results produced by intelligent in-
struments, however, still depend on the
quality and quantity of data collected.
Advances in the analytical power of in-
strumentation can proceed along twa
tracks. Onc is that of the chemumetri-
cian who wants to make sure that all of
the real information is cxtracted from
data. The other is that of the instrumen-
talist who explores the possibilities of
designing instruments that can provide
more useful data. Both approaches are
valuable and both depend, in their way,
on the increased involvement of the
computer.

Measurements in N Dimensions

A major aspect of the transformation

stage is that the computer is freeing us of
the limited number of variables that can
be accommodated by traditional instru-
ments. In a single-display instrument
such as a pH mcter or photometer, alt
system parameters are fixed except the
one quantity being measured. It is as-
sumed that the signal from the sensor is
interpretable to give the sought-for quan-
tity and is influenced by no other factors.
However, there are always other factors
that aflect the detector output.
Some affect the detector directly (as tem-
perature and humidity can affect +the
characteristics of a strain gauge) and
some affect the measurced system so as to
change the signal interpretation factors
fas solution temperaturc affccts conduc-
tivity and pH measurcments).

Computer-enhanced detection. When
only simple electronics and linear dis-
plays were available. it was necessary to
choose sensors with a linear response
and a minimal sensitivity to uncontrotled
variables. The application of the comput-
er to the processing of sensor signals
opens many morc oplions for measure-
ment systems. The sensor outpit need
no longer be lincar in the measured quan-
tity: as long as the sensor output is
consistent and single-valued. the com-
puter can intcrpret the data through a
formula or look-up table. It is also un-
necessary for the sensor output signat to
stand out clearly from the background
noise. The computer can averiage out
random noise or perform other corrcla-
tion functions on the signal to distinguish
the noise at the sensor from the desired
response. In some forms of NMR. it is
routine to average thousands of sample
responses to produce a spectrum that
would have bheen buried deeply in the
noise of a single response. Another point
is that the computer can readily incorpo-
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rate variables other than the main semsor
oulpwt into the inerpretation precess.
For example, the presence of potassiom
jom interferes with a sodium-specific isn
efectrode; an clectrode specific to potes-
sium can be added to the system and the
ontputs of both clectrodes interpreted to
give the concentrations of both ioms.
Further complicating the problem. the
mutual interference coefficicnts are not
exactly predictable, but cven these can
be determined by a standard addition
and taken into account in the calculation
(7). In a simpler and receatly commer-
cialized example, the temperature effect
on the response factor in pH measure-
ments has been automated by a sensing
system that combines i temperature sen-
sor with the glass electrode.

Muliidimensional  instruments. The
application of the chart recorder to sci-
eatific instruments brought about a sig-
nificant revolution in instrument design
and capabilities because it added the
capability of i second dimension in mea-
sirements without the necessity of re-
cordig the data on photographic films,
fhe information oniptt of our instru-
ments increased dramadically ust as a
spectrum contains much more informa-
fion than a single absorbance measore-
ment). Instroments thiat conld not have
existed in onc dimension became a possi-
bility (for example. the gas chromato-
graph). In an analogy with “Flatland™*
(8). the computer frees us from two
dimensions, launching us into computer-
aided multidimensional scientific percep-
tion. Some of the most spectacular ad-
vances in scientific instrumentation in
recent years have been tn multidimen-
sional instruments.

One of the difficultics faced by the
creatures of Flatland is that, viewed
edge-on, the other beings: which are all
regular polygons, look very much alike.
They made a science of the technigues
for distinguishing the shapes of others—
a study in subtle clues that required
years to master. These same polygons
viewed from a third dimension above the
planc of I"I.ﬂﬂ;md were, of course., casi-
ly characterized on sight. 1t is much the
same  with  multidimensional  instru-
ments—what were subtle differences in
two dimensions may stand out in clear
distinction in three. A vivid example is
computer-aided  tomography  (CAT),
which resolves the response to a stimu-
lus into its three-dimensional spatial co-
ordinates. After the stimulus is scanncd
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through one or more coordinates. a com-
plete three-dimensional mode! of the re-
spomse is caiculated and presented. The
impact of CAT on diagnostic medicine is
already dramatic.

The additional dimensions do not have
te be spatial, however. (o be useful for
improved characterization. Any sensor
that detects a different characteristic of
the sample or subject can provide a
useful dimension. The immense success
of GC-MS is due to the combination of
the high resolving power of GC retention
time with the highly distinctive charac-
teristic of the mass spectrum. With an
associated computer. a GC-MS instru-
ment records mass spcctra at regular
increments of elution time throughout
the GC run. The complete experimental
data are then sometimes plotted to show
their three dimensions—mass and time
along the two axes in the horizontai
plane and ion intensity as a contour
above that plane. Clearly. the three-di-
mensional contour contains very much
more information about the sample than
éxists in either the chromatogram or the

mass spectrum. One of the principal ad-
vantages of the greater power of sample
characterization is that the greater selec-
tivity allows analyses to be performed
with much less effort spent in sample
preparation.

A number of other mnltidimensional
instruments have alvo been developed
recently. One example involves excita-
tion-cmission fluorescence. Figure dis a
data plot obtained by Hershberger e al.
9) from an instrament that produces an
emission spectrum for a whole range of
excitation wavelengths. This results in
the threc-dimensionat plot shown. This
is actually for a particular time in a
chromatographic clution. Thus this in-
strument is capable of filling a four-
dimensional data matrix.

A three-dimensional  insttument  in
which (two dimensions are mass is the
revently  developed  triple  quadrupole
mass spectrometer shown in Fig. 4 (/0).
In this instrument, jons from the source
are mass-selected by the first quadrupole
mass filter and then undergo an ion-
molecule reaction with neutral molecules

Fig. 3. Three-dimen-
sional projection of an
emission-excitation

matrix corresponding
to  the chromato-
graphic peak of ben-
zolalpyrene from a
sample of shale oil.

{From (9).]
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Fig. 4. Schematic of the triple quadrupole mass spectrometer (TQMS) lons frnm the source
that are mass-selected by the first guadrupole mass filter underge fragmentation by cnll_num
with neutral molecules in the quadrupole collision chamber. The s spectrum of the e
reaction products is obtained by scanning the third quadrupole. [From t/0).]




In the cemter quadrupole collision cham-
Sor. The center quadrupole containg the
{fsaic ronction preducts but is not mass-
selegtive. Scanning quadrupole three
produces the mass spectrum of the iopie
reaction products. The resulting three-
dimensional information array is showa
in Fig. S (/7). The information in the
ordinery mass spectrum of this com-
pound, isopropanol, is only the peaks
slong the diagonal line in the foreground.
The parent ion mass (selected by quadre-
pole one), reaction product or daughter
jon mass (selected by quadrupole three).
and ion intensity are the principal three
dimensions. Additional dimensions of in-
formation we have found useful are the
electron energy in the ion source. the
kinetic energy of the parent ion. and the
collision gas pressure. There are also
possibilities for preselection by chroma-
tography or sclective volatilization, and
selective chemistry in the ionization
source and collision chamber. The total
amount of information available from a
single sample is thus cnormous.

It is not obvious at first that the greater
resolving power afforded by adding di-
mensions to a technique can actually
increase the sensitivity of that technique.
This is because, for most techniques, the
sensitivity (minimum detectable quantity
or property) is limited not by the ability
to detect smaller amounts. but rather by
the presence of other components in the
system under study that affect the instru-
ment’s response. The ahility to spread
mterfering components out in another

(2

dimension then allows the detector's in-
herent semeitivity (0 be used for the
component or components of interest.
For example, in the triple quadrupole
mass spectrometer, the first and third
quadrupoles can be set to monitor a
pavent-daughter mass combination that
is highly characteristic of a specific sam-
ple molecule. This can provide a very
semsitive detector for such an individual
component in a complex mixture.

Data Collection, Data Analysis, and
Hc.gcm Control

The great power of multidimensional
instruments is also their limitation—that
is, they can produce an immense amount
of data about a single sample. This poses
two kinds of problems: it can take a long
time to collect the data, and it can titke a
large computer a long time 0 analyrze
them. The total number of data points in
the complete data matrix increises by
orders of magaitude (or cach added di-
mension. The computer in the instru-
ment is esscntial to piticatly perform the
scanning of the scverat variablcs with
reasonable cflicicacy. In some cases. the
same computer can analy 7¢ the data, bat
for very lrge dita bases, large memory
and disks are required. This can be very
expensive, but the alternative of ship-
ping the data matrix to a lage batch
computer removes the operator from
real-time interaction with the data proc-

dimensional capability is used. the in-
strument investment per number of anal-
yses performed is very large. This cer-
tainly restricts  the applicability  of
multidimensional instruments for routine
sample analysis, at least for now.

An alternative approach. which may
follow after sufficient cxperience with
multidimensional instruments, is to de-
velop intelligent control software for the
instrument which would help it be selec-
tive about the data that it collects. The
instrument could treat the N-dimension-
al data matrix as potential data but only
pursue those parts of it that are relevant
to the desired measurement goal. The
operator would specifly in advance the
particular characteristics of the sample
that were being sought or studied by the
measurement. This model is based on
the fact that one usually does not want to
know everything about a sample. The

- fraction of the total possible data that

contributes to the result of interest is
often very small: for instance. studies
have demonstrated that only a very small
fraction of the data in a mass spectrum or
an infrared spectrum is needed for posi-
tive idcatification of a4 pure compound
(12). Ideally, then. the analysis time
could be reduced by a very large factor
over the total matrix approach.

A pracedure that would seck out the
most relevant data might begin by per-
forming some tests for the classes of
compounds or phecnomena of interest.
Only the positive results would be fol-
lowed up with increasingly sclective

essing. In any case. when the full multi-
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tig. 5. Three-dimensional projection of the ions ohserved for all combmations of masses selected by the first and third quadrupoles in the TQMS
for a sample of pure isopropanol. Different slices through this data matrix provide different kinds of information about the sample. |From (11).]
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tests that terminate as soon as positive
identification or accurste quantification
is made. If the original goal statement
leads to unsatisfying results. it must be
modified and the experiment repeated.
This approach would use the real-tine
decision-making capability of the com-
puter to the fullest in order to keep high
throughput without sacrificing the selec-
tivity -available in multidimensional in-
struments. It requires that the instru-
mem parameters are tractable to com-
puter control and that the interpretation
times of the test results are short. | am
not awarc of any instruments that follow
such a procedure at this time, but 1
believe they will be developed. Part of
this conviction is based on the fact that it
is the computer implementation of the
procedure scientists follow when faced

‘with a complex prablem to solve (13).

The **try every combination™ appioach
is only taken when anatytical reason has
failed.

Distributed Intelligence and

Multiprocessor Systems

It was a mujor step when the computer
entered the labovatory as opposed to the
laboratory data being carried to the com-
puter. The concept of the *‘central™
computer has remained. however, even
in the laboratory. When additiona! in-
struments were compulerized, they were
often just “attached™ to the same mini-
computer after it was upgraded to handle
multiple tasks and time-shared opera-
tions. This sitvation was common during
the attachment phase of computer appli-
cations. In the absorption phase a dedi-
cated computer is required for each in-
strument, which is cconomically feasible
with the microprocessor. In the mean-
time. scientists have become accus-
tomed to the now powerful data process-
ing. display. storage. and programming
capability of the well-developed gencral-
purpose computer. Of course, a micro-
processor can also be expanded to this
capahility, but then it is, in cost and fact,
the same as a general-purpose computer.
Some of the best of hoth workds can be
achieved of the dedicated microprocessor
iv connccted, along with other micro-
processor-hised  instruments, to  the
time-shared computer. ‘This larger com-
puter can provide and share the expen-
sive functions of printing, plotting, stor-
are. and high-level processing while the
dedicated microprocessor tends the im-
mediate needs of s instrument. These
comprise the first two levels in a hicrar-
chical system of distributed processing.

7

Commusication standards.  Micro-

processors are aow frequently used as
process controflers in ““smart”" devices
that are intended to be connccted to
general-purpose computers. These are
swbsystems of varying intelligence for
which the microprocessor was a conve-
mient building block. Examples of intelli-
peal subsystems include many computer
peripherals, graphics displays. data log-
gers. and a variety of electronic test
mstruments. Scientific instrument manu-
facturers are also beginning to think of
instruments as elements in an extended
information system rather than stand-
alone devices (14, 15).

The development of standards for data
communication among devices is greatly
aiding this process. Two of these stan-
dards are now dominant: the serial asyn-
chronous communication link with AS-
Cll-formatted data and the IEEE-4R®
standard bus for programmable instru-
mentation (/6). The former is the “‘tele-
type” standard for common computer
peripherals. and the latter is a general
purpose interface bus (GPIB). first de-
signed by Hewlett-Packard to bring vari-
ous combinations of gencrating and mea-
suring instruments unde! common intel-
ligent controd. Instrument and computer

—manufacturers now provide o 48R bus
connection option for almaost 2000 prod-
ucts, which mahkes it relatively casy to
assemble custom intelligent  systems
from off-the-shelf  components (/7).
Properly implemented. distributed intel-
ligence has the great advantage of allow-
ing each processing task to be performed
by the most effective processor for that
task.

/ LParallel prow essing. As more complex
instruments are developed, the sumber
of high-speed and olten simultancous
tasks that need to be be performed can
easily exceed the capabitities ol a micro-
computer, or even a fairly sophisticated
minicomputer. It is nof necessary to run
all the tasks through a <ingle processor,
especially since the CPU is one of the
least expensive parts of the computer.
Multiple processor systems provide in-
creased computing power through simul-
tancous task execution and simplifica-
tion of the task-assignment software.,
Distributed intelligence systems are. of
course, multiple processor systems, but
they are generally too loosely bound
t>rether to provide the concerted in-
crease in compuling power required by
the next gencration of instruments. This
will probably be met by parallel process-
ing systems—a closely linked set of pro-

cessors with independent memory and
functionality, but with shared communi-
cation links and peripherals. At least one
supplier of modular microcomputer
products (Intel) already supports a well-
developed system for parallel process-
ing. The power of parallel processing is
probably essential for intelligent real-
time experimental control in multidimen-
sional instrumentation. but even without
the need for paralicl execution, the sim-
plification it affords in task mixing and
priority-setting may make parallel proc-
essing attractive.

The Software Problem

The cost of computing hardware has
continued to plunge while computing
power and ease of interfacing have in-
creased. This has made it increasingly
easy to put together the hardware to
perform complex operations. However,
the software required. especially for
varying combinations of complex opera-
tions, is not so easily implemented. Thus
as our expectations for the software have
increased and hardware costs have de-
creased. software has rapidly become
the major expense and the limiting factor
in the advancement of microcomputer
applications. The cost of software devel-
opment is now cstimated to be more than
80 percent of the total production cost of
the average computer-based product
(18). This limitation can be even more
serious for scientific instrumentation,
which lacks the economic base of the
word processor or arcade game markets.
Fundamental breakthroughs are required
to solve this probiem. These could come
in several arcas. in most of which the
computcer is invoked toad in solving its
own problem. One arca is in the develop-
ment of programs that can write pro-
grams. The description of the desired
program would be given in statements
more tike English (/9. 20 than like cur-
rent computer languages. Another arca
1 n the devefopment of microcomputers
that exceute hgh-level programs duect-
ly. Such procescors will speed eecu-
tion, simplify programming. and further
reduce hardware requirements (2/). Sull
another possibility s the incorporation
of more task-specific hardware such as a
data logger that does not have to be
programmed.




The ficlence of Scientific Inntruaeniatinn

« 1 have explored in this article possidle
trenda and capabilitics for intelligent im-
struments in the future. If such instow-
ments are to he available to advanwe

8

i our instruments at all. if it were not for
the military, business. and entertainment
markets. What scientists would not be
excited to have the graphics capability in

Whﬁinslrumenlatiun that is now common-

place in arcade games? In order to help
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